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Vorlesung 9:�
Abschluss: Indirekte Messung kosmischer Strahlung�

Kalorimetrische Messung von Schauern mit Fluoreszenzlicht

• Prozess der Fluoreszenzemission in Luft 

• Korrektur für nicht nachgewiesene Energie

Beispiel: das Pierre Auger-Observatorium

• Aufbau und Schauernachweismethoden 

• Methode der Hybrid-Messung


Daten zum Primärfluss und der Elementzusammensetzung

• Knöchel (Ankle) im Fluss: Übergang zu extragalaktischen Quellen? 

• Tiefe des Schauermaximums und Interpretation

• Anisotropie


http://apod.nasa.gov/apod/ap110405.html

Large-scale anisotropies measured by the Pierre Auger Observatory Esteban Roulet

0.36

0.40

0.44

F
lu

x
[k

m
-2

 sr
-1

 y
r

-1]

-90

90

360 0

Figure 1: Map in Equatorial coordinates of the CR flux above 8 EeV, averaged on top-hat windows of 45�

radius. The location of the Galactic plane is shown with a dashed line, and the Galactic center is indicated
with a star.

significant result is the right ascension modulation in the cumulative bin above 8 EeV that was con-
sidered in [3], which now gives d� = 0.060+0.010

�0.009. The overall distribution of the flux in this bin,
averaged on top-hat windows of 45�, is displayed in Fig. 1, showing a clear dipolar pattern. The
total dipole amplitude in this bin is d = 0.066+0.012

�0.008, and it points � 125� away from the direction of
the Galactic centre (shown with an asterisk), indicating that this anisotropy has an extragalactic ori-
gin. Considering the four energy bins above 4 EeV, a growth of the dipole amplitude with increas-
ing energy is found, which is approximately reproduced with the expression d = d10(E/10EeV)� ,
with d10 = 0.051±0.007 and � = 0.96±0.16. A fit with an energy-independent dipole amplitude
(� = 0) is disfavored at the level of 5.1� by a likelihood ratio test. These results are shown in
Fig. 2, where they are also compared to the predictions from Ref. [12] for scenarios of extragalac-
tic sources with a mixed CR composition compatible with that inferred by Auger, having a density
10�4 Mpc�3 and being sampled either form an isotropic distribution or according to the distribution
of galaxies in the 2MRS catalog. The direction of the dipolar anisotropy in the different bins is dis-
played in Fig. 3, in which the contours of equal probability per unit solid angle, marginalized over
the dipole amplitude, that contain the 68%CL range are displayed. In all cases, it turns out to be not

Figure 2: Energy dependence of the dipolar amplitude measured above 4 EeV. Also shown are the predic-
tions from scenarios [12] with extragalactic sources.
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Fluoreszenzlicht von Stickstoffmolekülen

3

Lebensdauer des angeregten Zustands ~10-8 s =10ns  
isotrope Emission, hauptsächlich im UV (300 - 400 nm)

Fluoreszenzlicht von Stickstoffmolekülen

N2+

N2
Lebensdauer des angeregten Zustands ~10-8 s
isotrope Emission, hauptsächlich im UV (300 - 400 nm)

Fluoreszenzlicht von Stickstoffmolekülen

N2+

N2
Lebensdauer des angeregten Zustands ~10-8 s
isotrope Emission, hauptsächlich im UV (300 - 400 nm)

3-4 Photonen/m/Teilchen in 10km Höhe 
entspricht einer 30 Watt-Glühbirne 
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Kalorimetrische Energiemessung
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Ionisationsenergieabgabe in Luft



Kalorimetrische Messung der Energie

Extrapolation in nicht direkt  
beobachtete Bereiche erforderlich
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Korrektur der unsichtbaren Energie
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Energiekorrekturfaktor für Fluoreszenzmessungen

7
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• Auger: >400 authors from 17 countries


• Southern site: 
Hybrid detector near Malargüe/Argentina


• June 13th 2008 :  1660 tanks deployed 
                         1637 with water 
                         1603 totally equipped


• All 4 fluorescence buildings complete 
each with 6 telescopes since February 2007

8

The Pierre Auger Observatory
Argentina

Pampa Amarilla
Province of Mendoza
1400 m a.s.l.
35° South, 69° West
3000 km2

3
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Communications 

Antenna

Electronics

enclosure

Battery Box

3x9“ PMTs Plastic tank

12t of water

Solar panel

GPS antenna

10

• 1600 Water Cherenkov tanks 
(1.2 m height, 10 m2 area) 


• 12,000 ltrs of purified Water 


• Three 9“ PMTs 


• 40 MHz FADCs 


• solar powered 


• GPS based timing 


• micro-wave communication 

The surface detector



Wasser-Cherenkovdetektor
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Wasser-Cherenkovdetektor
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SD reconstruction
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Beispiele von sehr schrägen Schauern

Nice events in 2008

• 14.07.2008

• longest event: 65
km, 45 stations

• zenith: 87 degrees

Nice events in 2008

• 17.08.2008

• highest
multiplicity: 54
stations

• zenith: 82 degrees

Beispiele sehr schräger Schauer

15
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6 Telescope mit je 30x30 Grad Gesichtsfeld
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Einzelnes Fluoreszenzteleskop

17

Kamera mit 440 Pixeln, aber 10 
Millionen Bilder/Sekunde

3.4 Meter 
segmentierter 
Spiegel

Apertur, UV-
durchlässiger 
Filter und 
Korrekturlinse



Hybrid-Messung

#6399475

~20 EeV 

θ=41°
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Energiekalibration des �
Oberflächendetektors
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Hybrid-Messung
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at ground level. A comprehensive interpretation of these
curves is however not addressed here.
The energy dependence in the CIC curves that is

observed is accounted for by introducing an empirical
dependence in terms of y ¼ log10ðS38=40 VEMÞ in the
coefficients a, b and c through a second-order polynomial
in y. The polynomial coefficients derived are shown in
Table I. They relate to S38 values ranging from 15 VEM to
120 VEM. Outside these bounds, the coefficients are set to
their values at 15 and 120 VEM. This is because below 15
VEM, the isotropy is not expected anymore due to the
decreasing efficiency, while above 120 VEM, the number
of events is low and there is the possibility of localized
anisotropies.

B. From S38 to ESD

The shower-size estimator, S38, is converted into energy
through a calibration with EFD by making use of a subset of
SD events, selected as described in Sec. II, which have
triggered the FD independently. For the analysis, we apply
several selection criteria to guarantee a precise estimation
of EFD as well as fiducial cuts to minimize the biases in the
mass distribution of the cosmic rays introduced by the field
of view of the FD telescopes.
The first set of cuts aims to select time periods during

which data-taking and atmospheric conditions are suitable
for collecting high-quality data [37]. We require a high-
quality calibration of the gains of the PMTs of the FD and
that the vertical aerosol optical depth is measured within
1 hour of the time of the event, with its value integrated up
to 3 km above the ground being less than 0.1. Moreover,
measurements from detectors installed at the observatory to
monitor atmospheric conditions [21] are used to select only
those events detected by telescopes without clouds within
their fields of view. Next, a set of quality cuts are applied to
ensure a precise reconstruction of the energy deposit [37].
We select events with a total track length of at least

200 g=cm2, requiring that any gap in the profile of the
deposited energy be less than 20% of the total track length
and we reject events with an uncertainty in the recon-
structed calorimetric energy larger than 20%. We transform
the χ2 into a variable with zero mean and unit variance,
z ¼ ðχ2 − ndofÞ=

ffiffiffiffiffiffiffiffiffiffi
2ndof

p
with ndof the number of degrees of

freedom, and require that the z values be less than 3.
Finally, the fiducial cuts are defined by an appropriate
selection of the lower and upper depth boundaries to

enclose the bulk of the Xmax distribution and by requiring
that the maximum accepted uncertainty in Xmax is
40 g=cm2 and that the minimum viewing angle of light
in the telescope is 20° [37]. This limit is set to reduce
contamination by Cherenkov radiation. A final cut is
applied to EFD: it must be greater than 3 × 1018 eV to
ensure that the SD is operating in the regime of full
efficiency (see Sec. IVA).
After applying these cuts, a dataset of 3,338 hybrid

events is available for the calibration process. With the
current sensitivity of our Xmax measurements in this energy
range, a constant elongation rate (that is, a single loga-
rithmic dependence of Xmax with energy) is observed [37].
In this case, a single power law dependence of S38 with
energy is expected from Monte-Carlo simulations. We thus
describe the correlation between S38 and EFD, shown in
Fig. 3, by a power law function,

EFD ¼ AS38B; ð1Þ

where A and B are fitted to data. In this manner the
correlation captured through this power-law relationship is
fairly averaged over the underlying mass distribution, and
thus provides the calibration of the mass-dependent S38
parameter in terms of energy in an unbiased way over the
covered energy range. Due to the limited number of events
in the FD dataset at the highest energies, deviations from
the inferred power law cannot be fully investigated cur-
rently. We note however that any indication for a strong
change of elongation rate cannot be inferred at the highest
energies from our SD-based indirect measurement reported
in [15].

TABLE I. Coefficients of the second-order polynomial in terms
of y ¼ log10ðS38=40 VEMÞ for the CIC parameters a, b, and c.

y0 y1 y2

a 0.952 0.06 −0.37
b −1.64 −0.42 0.09
c −0.9 −0.04 1.3
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FIG. 3. Correlation between the SD shower-size estimator, S38,
and the reconstructed FD energy, EFD, for the selected 3,338
hybrid events used in the fit. The uncertainties indicated by the
error bars are described in the text. The solid line is the best fit of
the power-law dependence EFD ¼ AS38B to the data. The reduced
deviance of the fit, whose calculation is detailed in Appendix B,
is shown in the bottom-right corner.

A. AAB et al. PHYS. REV. D 102, 062005 (2020)

062005-8
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The SD-1500 energy calibration 

High quality hybrid events
 (Jan. 2004 – Dec 2015)

●2661 events

 New calibration parameters 
Data up to Dec 2015

Including updates on S(1000) and E
FD

Updates

Ŝ=S38 , S35 , N19

EFD=A Ŝ
B

Resolution:
SD–1500 ~ 15%       SD-1500 inclined ~ 17%
SD-750 ~ 13%          FD ~ 7%



HEAT: FD+Cherenkov
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Aktueller Stand der Flussmessungen

22

Aktueller Stand der Flussmessungen
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Auger and TA UHECR energy spectrum Olivier Deligny

E [eV]

16
10

17
10

18
10

19
10

20
10

]
2

e
V

-
1

s
r

-
1

y
r

-
2

J
(
E
)
 
[
k
m

3
E

37
10

38
10

TA, ICRC 2019

Auger, ICRC 2019

Figure 1: ICRC 2019 energy spectra of the Pierre Auger Observatory and the Telescope Array scaled by
E3. In each experiment, data of different detection techniques are combined to obtain the spectrum over a
wide energy range.

1. Introduction

Cosmic rays compose less than one particle out of ten million in the interstellar gas. Still, their
average energy density is similar to that of the gas. A small proportion of particles has therefore
appropriated a substantial part of the available energy. The study of the energy spectrum of cosmic
rays, providing the differential intensity (flux per steradian) of cosmic protons and nuclei as a
function of energy, is thus one of the cornerstones of astroparticle physics.

Because of the very small value of the cosmic-ray intensity at high energies – less than one
particle per km2 yr sr above 10 EeV – the construction of giant observatories has been necessary
to collect an increased influx of events. The Pierre Auger Observatory, located in the province
of Mendoza (Argentina) and covering 3000 km2, has been allowing since 2004 a scrutiny of the
UHECR intensity – except in the northernmost quarter. Another scrutiny, mainly of the Northern
sky, has been provided by the Telescope Array (TA), located in Utah (USA) and covering 700 km2,
operating since 2008. These latest-generation experiments have allowed an unprecedented sensi-
tivity in measuring the UHECR energy spectrum.

In this joint contribution, we review the different energy spectrum measurements made at these
observatories in the last decade in the quest to decipher the UHECR origin. Both observatories are
hybrid cosmic-ray detectors that consist of fluorescence telescopes overviewing an array of surface
detectors (SD). The fluorescence detectors (FD) provide an accurate determination of the cosmic-
ray energies by measuring the longitudinal developments of the extensive air showers in a nearly
calorimetric manner. Their duty cycle is however limited to about 15%. By contrast, the SD duty
cycle is quasi-permanent, allowing for a large and uniform exposure. It is thus advantageous for
both Auger and TA to use their SD arrays to measure the energy spectrum at the highest energies,

2

(Auger & TA, Deligny et al., ICRC 2019)
TALE Cherenkov

TALE
SD array

HEAT Cherenkov

Infill
SD array


Hybrid



Resultate des Pierre-Auger-Observatoriums
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The Pierre Auger energy spectrum Valerio Verzi

Table 1: Relevant parameters of the data samples used to measure the energy spectrum.
1500 m � <60� 1500 m �>60� 750 m Hybrid Cherenkov

data taking period 01/2004-08/2018 01/2004-08/2018 01/2014-08/2018 01/2007-12/2017 06/2012-12/2015
exposure [km2 sr yr] 60426 17447 105.4 2248 at 1019 eV 2.86 at 1017 eV

number of events 215030 24209 569285 13655 69793
zenith angle range [�] 0 - 60 60 - 80 0 - 40 0 - 60 0 - 85
energy threshold [eV] 1018.4 1018.6 1017 1018 1016.5

energy resolution [%] 18 - 8 22 - 10 22 - 8 7.4 18
(from low to high E)

calibration parameters
number of events 3338 393 1179

A [EeV] 0.186±0.003 5.51±0.07 0.0132±0.0004
B 1.031±0.004 1.04±0.02 1.006±0.009
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Figure 5: Energy spectra measured using the Pierre Auger Observatory (left) and spectrum obtained com-
bining the different measurements (right).

� < 60� (see also [11]). Another measurement of the spectrum is obtained by analysing the hybrid
events detected by the FD simultaneously with at least one WCD. The measurement benefits from
the high precision in the FD energy estimation and is made selecting events with energy > 1018 eV.
The exposure is calculated using a full time-dependent simulation of the hybrid events and detector
response [12].

The spectrum measurements are extended to lower energies using the 750 m array. Thanks to
the implementation of a new trigger algorithm at the WCD level, in comparison to our previous
publication [2], we have been able to lower the energy threshold by half a decade down to 1017

eV [14]. This measurement is unique of its kind, similar to the one performed with the 1500 m
array, because it is done with an array in the regime of full trigger efficiency and using a fully data-
driven approach. Finally, as pioneered by the Telescope Array [15], for the first time we show the
spectrum derived using the events detected by HEAT in which the observed light is dominated by
Cherenkov radiation. This allows us to lower the energy threshold to 1016.5 eV [16] and, together
with the 750 m spectrum, to precisely study the spectral features around 1017 eV.

The parameters used to define the various spectra are detailed in table 1 and the measured
spectra multiplied by E3

i are shown in the left panel of figure 5. The spectrum obtained by com-
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suppression, is a new observation. For all parameters and
observables presented in the text, the first error is statistical
and the second systematic.
From the measured energy spectrum one can infer the

differential energy density per dex (dex indicates decade in
log10 E, following the convention of [22]), obtained as
lnð10Þð4π=cÞE2JðEÞ. It provides a measurement of the
energy density of the local Universe attributable to cosmic
rays. Above the ankle, a range in which UHECRs are of
extragalactic origin [5], the integration over energy results
in ð5.66# 0.03# 1.40Þ × 1053 ergMpc−3. This translates
into constraints on the luminosity of the sources, as
discussed below.
A detailed examination of the systematic uncertainties of

the energy spectrum is reported in [8]. The uncertainty in
the flux amounts to 30%–40% near 2.5 × 1018 eV, 25% at
1019 eV, and 60% at the highest energies. The uncertainties
include contributions from the absolute energy scale (the
largest), the exposure, the unfolding procedure, and the
Sð1000Þ reconstruction. No indication of further systematic
uncertainties has been found from a comparison of the
spectra calculated over different time periods, seasons, and
ranges of zenith angle.

The wide declination range covered, from δ ¼ −90° to
δ ¼ þ24.8°, allows a search for dependencies of energy
spectra on declination. For this, we have divided the sky
into three declination bands of equal exposure. In each
band, the estimation of the spectrum is made as for the
whole field of view, but using unfolding-correction factors
relevant to the band in question. We report in Table I the
parameters characterizing the spectral features for each
declination range. They are seen to be in statistical agree-
ment. There is thus no obvious dependence with declina-
tion over the energy range covered. A trend for the intensity
to be slightly higher in the Southern Hemisphere is
observed [8], consistent with the anisotropy observations
[6]. We therefore claim a second new result, namely that the
energy spectrum does not vary as a function of declination
in the range accessible at the Auger Observatory other
than in the mild excess from the Southern Hemisphere
expected in line with the known energy-dependent anisot-
ropies above 8 × 1018 eV. A comparison of the spectrum
with that of Telescope Array measured in the Northern
Hemisphere is discussed in [8] and references therein.
Astrophysical implications of the features of the energy

spectrum.—We now examine the validity of models pro-
posed to explain features of UHECRs using the new
information given here and the data on mass composition
and arrival directions recently reported [5,6,23–28]. If
UHECRs are produced throughout the Universe, to reach
Earth they must cross the background photon fields
permeating the extragalactic space. In particular, the cosmic
microwave background photons induce pion production
with protons colliding at around 5 × 1019 eV and photo-
disintegration of heavier nuclei at a roughly similar thresh-
old, leading to the expectation of a spectral steepening (the
Greisen-Zatsepin-Kuzmin (GZK) effect [29]). Depending
on the energy and chemical composition of the UHECRs,
higher-energy background photons, such as infrared light,
may also be responsible of interactions producing the flux
steepening.
A popular framework has been that what is observed

comes from universal sources, uniformly distributed, that
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FIG. 1. Top: energy spectrum scaled by E2 with the number of
detected events in each energy bin. In this representation the data
provide an estimation of the differential energy density per
decade. Bottom: energy spectrum scaled by E3 fitted with a
sequence of four power laws (red line). The numbers
(i ¼ 1;…; 4) enclosed in the circles identify the energy intervals
where the spectrum is described by a power law with spectral
index γi. The shaded band indicates the statistical uncertainty of
the fit. Upper limits are at the 90% confidence level.

TABLE I. Spectral parameters in three different declination
ranges. The energies E12, E23, and E34 are given in units of
1018 eV and the normalization parameter J0 in units of
1018 km−2 sr−1 yr−1 eV−1. Uncertainties are statistical.

½−90.0°;−42.5°' ½−42.5°;−17.3°' ½−17.3°;þ24.8°'
J0 1.329# 0.007 1.306# 0.007 1.312# 0.006
γ1 3.26# 0.03 3.31# 0.03 3.30# 0.03
γ2 2.53# 0.04 2.54# 0.04 2.44# 0.05
γ3 3.1# 0.1 3.0# 0.1 3.0# 0.1
γ4 5.2# 0.4 4.4# 0.3 5.7# 0.6
E12 5.1# 0.2 4.9# 0.2 5.2# 0.2
E23 14# 2 14# 2 12# 1
E34 47# 4 37# 4 51# 4

PHYSICAL REVIEW LETTERS 125, 121106 (2020)

121106-6

Inflection 
point

https://arxiv.org/abs/1909.09073


Primärteilchen: Longitudinale Schauerprofile
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Mittlere Tiefe des Schauermaximums ⟨Xmax⟩
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Kaskadentheorie: Schauermaximum für  
elektromagnetischen Schauer exakt bekannt

Elongationsratentheorem

(Linsley, Watson PRL46, 1981)

Vorhersagen für Schauermaximum

Kaskadentheorie: Schauermaximum für em. Schauer exakt bekannt

Bn =
d lnntot

d lnE

B� =� 1
X0

d�int

d lnE

(Linsley, Watson PRL46, 1981) 

Elongationsratentheorem

Dhad
e = X0(1�Bl�Bn)

Xmax = X0 ln
✓

E0

Ec

◆
⇠ Dem

e lnE0

0

25

50

75

100

125

150

175

200

225

10 10 2 10 3 10 4 10 5

EPOS 1.99
QGSJET 01
QGSJET II-3
SIBYLL 2.1

  UA1/UA5

p-p
!
 collisions (NSD)

Ecm  (GeV)    

�N
ch
�

Vorhersagen für Schauermaximum

Kaskadentheorie: Schauermaximum für em. Schauer exakt bekannt

Bn =
d lnntot

d lnE

B� =� 1
X0

d�int

d lnE

(Linsley, Watson PRL46, 1981) 

Elongationsratentheorem

Dhad
e = X0(1�Bl�Bn)

Xmax = X0 ln
✓

E0

Ec

◆
⇠ Dem

e lnE0

0

25

50

75

100

125

150

175

200

225

10 10 2 10 3 10 4 10 5

EPOS 1.99
QGSJET 01
QGSJET II-3
SIBYLL 2.1

  UA1/UA5

p-p
!
 collisions (NSD)

Ecm  (GeV)    

�N
ch
�

Vorhersagen für Schauermaximum

Kaskadentheorie: Schauermaximum für em. Schauer exakt bekannt

Bn =
d lnntot

d lnE

B� =� 1
X0

d�int

d lnE

(Linsley, Watson PRL46, 1981) 

Elongationsratentheorem

Dhad
e = X0(1�Bl�Bn)

Xmax = X0 ln
✓

E0

Ec

◆
⇠ Dem

e lnE0

0

25

50

75

100

125

150

175

200

225

10 10 2 10 3 10 4 10 5

EPOS 1.99
QGSJET 01
QGSJET II-3
SIBYLL 2.1

  UA1/UA5

p-p
!
 collisions (NSD)

Ecm  (GeV)    

�N
ch
�

Dhad
e = X0(1�B� �Bn)



30



 ⟨Xmax⟩ und Streuung
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Figure 10: Left: Shower-to-shower fluctuations of Xmax in the atmosphere as measured by Yakutsk [126] and Auger [130] compared to air shower simulations [132].
Right: Width of a Gaussian fit to the truncated Xmax-distributions as measured by HiRes [129] compared to air shower simulations including detector e⇥ects.

composition is indeed 50-60 (g/cm2)/decade as predicted by the
models. This small value of D10 is confirmed by HiRes, TA, and
Yakutsk, for which the weighted average of elongation rates is
30±9 (g/cm2)/decade.

The absolute depths at 1019 eV are, however, in poor agree-
ment among the four experiments and the di⇥erences of up to
26 g/cm2 between Auger and HiRes are larger than expected for
individual systematic uncertainties at the 10 g/cm2 level. It is
worthwhile noting that without the � correction, the three fluo-
rescence detectors agree almost perfectly at ultra-high energies.
This might be a mere coincidence or a hint that either HiRes and
TA overestimate their bias or that the assumption of � ⇤ 0 does
not hold for Auger.

As explained in Sec. 2.1, the fluctuations of the shower max-
imum provide another composition sensitive observable. The
measurements of �(Xmax) from Auger and Yakutsk are shown
in the left panel of Fig. 10. Both data sets were corrected for
the detector resolution and can thus be directly compared to air
shower simulations. The Auger data shows a significant nar-
rowing of the Xmax-distributions with energy starting at about
the energy of the ankle. The low energy width is compatible
with a light or mixed composition, but the small �(Xmax) at
high energies points to the presence of a significant fraction of
CNO or heavier nuclei with little admixture of light nuclei (cf.
Eq. (12)). The data of the Yakutsk array is compatible with
a light composition at all energies. Below 1019.3 eV there is a

X19 D10 ⇥2/Ndf
[g/cm2 ] [(g/cm2)/decade]

HiRes 784±3 28±12 0.8/4
Yakutsk 773±5 35±19 1.9/5
Auger 758±1 26±5 1.9/5
TA 774±5 32±18 1.4/4

Table 1: Results of a fit with ⌅Xmax⇧ = X19+D10(lg(E/ eV)�19) to ⌅Xmax⇧-data
above 1018.6 eV.

good agreement with the Auger results, but their last data point
contradicts the small width quoted by Auger.

The fluctuation measurements of HiRes are shown in the
right panel of Fig. 10. Instead of �(Xmax), HiRes published
the width of a Gaussian fit to the Xmax-distributions that were
truncated at ±2�(Xmax) without correction for detector resolu-
tion. This variable can then be compared to air shower simula-
tions including detector e⇥ects. As can be seen, HiRes finds a
large width at low energy that is, similar to Auger and Yakutsk,
compatible with a light or mixed composition. Above 1019 eV
the width remains compatible with proton simulations, albeit
with large statistical uncertainties that could also accommodate
a narrower width.

The compatibility of the ⌅Xmax⇧ and �(Xmax) measurements
with air shower simulations can be studied within the �(Xmax)-
⌅Xmax⇧-plane introduced in Sec. 2.1. The Yakutsk data would
cluster at around the simulated proton values in this plane and
the HiRes data cannot be analyzed this way without a full de-
tector simulation. Therefore only the Auger data is shown in
Fig. 11.

If hadronic interactions at ultra-high energies are modeled
correctly and if the cosmic ray composition is any mixture of
elements between proton and iron, then the data points must lie
within the contours shown in Fig. 11. As can be seen, this is not
the case for the outdated QGSJet01 model. For both, QGSJetII
and Sibyll2.1, the Auger data are barely at the edge of the con-
tour, which would imply a somewhat unnatural transition from
a proton- to helium- to nitrogen-dominated composition. Using
Epos1.99, the corresponding composition would be mixed at
low energies and very nitrogen-rich at high energies. Whereas
these considerations clearly demonstrate the power of a com-
bined observation of ⌅Xmax⇧ and �(Xmax), the current system-
atic uncertainties of the Auger measurements do not allow for
a stringent test of the models: If the Auger data are shifted si-
multaneously by ±sys(E), ⇥sys(⌅Xmax⇧) and ±sys(�(Xmax)) as
in [154] (indicated by lines in Fig. 11), then even for QGSJet01
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Figure 8: Measurements of ⇤Xmax⌅ with non-imaging Cherenkov detectors (Tunka [117, 125], Yakutsk [126, 127], CASA-BLANCA [122]) and fluorescence
detectors (HiRes/MIA [128], HiRes [129], Auger [130] and TA [131]) compared to air shower simulations [132] using hadronic interaction models [36–38]. HiRes
and TA data have been corrected for detector e⇥ects as indicated by the ⇤�⌅ values (see text). The right panel shows a zoom to the ultra-high energy region.

tributes to the lateral extend of Cherenkov light at ground. Be-
cause the electron energy distribution (and thus the number of
electrons above Cherenkov threshold) as well as their angular
distribution are universal in shower age [133–136], the non-
imaging Cherenkov technique provides a model independent
method to measure both, the calorimetric energy and shower
maximum of air showers.

A characteristic feature of the lateral light distribution at
ground is a prominent shoulder at around 120 m from the
shower core (c.f. Fig. 7) which is due to the strongly forward
focussed emission of the Cherenkov light (� air

C ⇥ 1.4�) from
near the shower maximum in the atmosphere. The slope of the
lateral distribution measured within this 120 m is found to de-
pend on the height of the shower maximum and hence on the
mass of the primary cosmic ray nucleus. The overall Cherenkov
intensity at distances beyond the shoulder, on the other hand, is
closely related to the calorimetric energy.

The ⇤Xmax⌅ measurements from BLANCA [122],
Tunka [117, 125] and Yakutsk [124] are shown in Fig. 8.
At low energies (E<1016 eV) the three measurements disagree
by up to 40 g/cm2, but all three detectors observed small
elongation rates above 5 1015 eV, indicating a change towards
a heavier composition. At around 1017 eV the absolute values
of ⇤Xmax⌅ from Tunka and Yakutsk are approaching the simu-
lations of heavy primaries and beyond that energy the average
shower maximum increases again towards the air shower
predictions for light primaries. At even higher energies, only
the Yakutsk array measured ⇤Xmax⌅ with Cherenkov detectors
and we will discuss this range in the next section together with
the data from fluorescence telescopes.

3.3. Fluorescence Telescopes

After the first prototyping and detection of fluorescence light
from air showers [137–139], the Fly’s Eye detector [140] and

its successor HiRes [141] succeeded to measure the longitudi-
nal development of air showers using fluorescence telescopes
and to study the evolution of the shower maximum with en-
ergy [142, 143]. Currently, there are two operating observato-
ries that use the fluorescence technique for the determination
of the energy scale and for composition studies: The Pierre
Auger Observatory in the Southern hemisphere [144] and the
Telescope Array (TA) in the Northern hemisphere [84].

The measurement of the longitudinal air shower development
with fluorescence telescopes relies on the fact that the charged
secondaries of an air shower excite the nitrogen molecules in
the atmosphere which in turn emit fluorescence light. Since
the light yields [145] are proportional to the energy deposited
in the atmosphere, this observation allows to reconstruct the
longitudinal development of the air shower as a function of slant
depth.

A typical example of a reconstructed energy deposit profile
of an ultra-high energy air shower is shown in Fig. 9. For this
particular shower, the full profile was observed and the total
calorimetric energy could be obtained by simply adding up the
data points. In general, however, only part of the profile can be
detected, because the shower either reaches ground or its ris-
ing edge is obscured by the upper field of view boundary of
telescope. Therefore, the profile is usually fitted with an appro-
priate trial function [146] that allows the extrapolation of the
shower outside of the field of view and to below ground level.
Popular choices for fitting longitudinal profiles are the Gaisser-
Hillas function [147] (used e.g. by Auger [148]) or a Gaussian
in shower age [149] as it was used for the final HiRes analyses.
The calorimetric energy of the shower is then simply given by
the integral of the fitted energy deposit profile.

In addition to the calorimetric energy, the measurement of
the longitudinal energy deposit profile provides a direct obser-
vation of the shower maximum. As can be seen in Fig. 9, where
simulated longitudinal shower profiles are superimposed to the
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Data-driven model of the cosmic-ray flux and composition Hans Peter Dembinski

Figure 1: Left: Elements from proton to nickel are sorted into four mass groups, covering roughly equal
intervals in logarithmic mass lnA. The groups are named after the leading element, which provides most to
the differential flux µ dN/dE of the group. The size of the marker indicates the flux ratio fiL relative to the
leading element L of the group, as described in the text. The values are obtained from fits to HEAO data [6].
Right: Fluxes of individual elements measured by satellites and balloons [6, 7, 8, 9, 10, 11, 12], together
with fitted spline curves. Highlighted points and curves show the four leading elements, fainter points and
curves sub-leading elements from the oxygen and iron groups.

air-shower measurements are sensitive to changes in lnA rather than A. Each group has a leading
element L that contributes most of the flux per energy interval. We note that if two elements have
the same abundance in flux per rigidity interval J(R) µ dN/dR, the element with the higher charge
contributes more to the flux per energy interval dN/dE. The leading elements are thus the heaviest
abundant elements in each group; namely proton, helium, oxygen, and iron. The oxygen and iron
groups contain many sub-leading elements. In the oxygen group, carbon contributes nearly as
much as oxygen. In the GSF model, the flux Ji(R) of a sub-leading element i is kept in a constant
ratio fiL to the leading element L 2 {p,He,O,Fe} of its group, Ji(R) = fiL ⇥ JL(R).

This treatment is motivated empirically by low energy data, shown on the right-hand-side in
Fig. 1. If the differential flux is plotted as a function of rigidity, the fluxes of neighboring elements
roughly have the same shape. In other words, the flux ratio of elements within a group is a very
slowly varying function of lnR. We approximate by keeping this ratio constant.

This approximation is rough, but only applied to sub-leading elements. Leading elements are
fitted to experimental data and pull sub-leading elements with them. For many quantities computed
from the GSF model, the exact ratios of sub-leading elements are not important; for example, for the
nucleon flux and mean-logarithmic mass. Sub-leading elements however cannot be neglected. The
fluxes of sub-leading elements contribute roughly a factor of two enhancement over the elemental
fluxes of oxygen and iron for the respective mass groups. Air-shower measurements can only
distinguish mass groups, so this additional flux has to be included. Neglecting this leads to artifacts
in the description of the transition from direct to air-shower measurements.

The differential flux JL(R) of each leading element L is parametrized by a smooth curve. We
use a modified spline curve, build from a linear combination of B-splines [13] shaped by a power-
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distinguish mass groups, so this additional flux has to be included. Neglecting this leads to artifacts
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The differential flux JL(R) of each leading element L is parametrized by a smooth curve. We
use a modified spline curve, build from a linear combination of B-splines [13] shaped by a power-
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Figure 2: All-particle flux (black thick solid line), the flux contributed by protons (red line solid line),
helium (yellow dashed line), the oxygen group (gray dash-dotted line), and the iron group (blue dotted line).
Bands around the model lines show a variation of one standard deviation. Data points show measurements
which were energy-scale adjusted as described in the text. Error bars represent combined statistical and
systematic uncertainties. Data points of composition measurements from air-showers are not shown without
error bars for clarity. In case of oxygen and iron, both the elemental flux and the group flux are shown; the
smaller flux without error band is the elemental flux in each case. TA stands for Telescope Array, KG for
KASCADE-Grande.

Figure 3: Left: Particle flux in linear scale, split into a light (proton and helium) and heavy (others elements)
component. The black solid line represents the all-particle flux. KASCADE-Grande and ARGO-YBJ re-
ported their composition measurements in this split. For other experiments, synthetic points are generated
for visual comparison from the more detailed composition data. The ARGO-YBJ points marked with crosses
are not used in the fit. Right: Ratios of energy scales used by an experiment relative to the cross-calibrated
energy scale established by the GSF model. Error bars represent the reported systematic uncertainties of the
energy scales. TA stands for Telescope Array, KG for KASCADE-Grande.
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Large-scale anisotropies measured by the Pierre Auger Observatory Esteban Roulet
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Figure 1: Map in Equatorial coordinates of the CR flux above 8 EeV, averaged on top-hat windows of 45�

radius. The location of the Galactic plane is shown with a dashed line, and the Galactic center is indicated
with a star.

significant result is the right ascension modulation in the cumulative bin above 8 EeV that was con-
sidered in [3], which now gives d� = 0.060+0.010

�0.009. The overall distribution of the flux in this bin,
averaged on top-hat windows of 45�, is displayed in Fig. 1, showing a clear dipolar pattern. The
total dipole amplitude in this bin is d = 0.066+0.012

�0.008, and it points � 125� away from the direction of
the Galactic centre (shown with an asterisk), indicating that this anisotropy has an extragalactic ori-
gin. Considering the four energy bins above 4 EeV, a growth of the dipole amplitude with increas-
ing energy is found, which is approximately reproduced with the expression d = d10(E/10EeV)� ,
with d10 = 0.051±0.007 and � = 0.96±0.16. A fit with an energy-independent dipole amplitude
(� = 0) is disfavored at the level of 5.1� by a likelihood ratio test. These results are shown in
Fig. 2, where they are also compared to the predictions from Ref. [12] for scenarios of extragalac-
tic sources with a mixed CR composition compatible with that inferred by Auger, having a density
10�4 Mpc�3 and being sampled either form an isotropic distribution or according to the distribution
of galaxies in the 2MRS catalog. The direction of the dipolar anisotropy in the different bins is dis-
played in Fig. 3, in which the contours of equal probability per unit solid angle, marginalized over
the dipole amplitude, that contain the 68%CL range are displayed. In all cases, it turns out to be not

Figure 2: Energy dependence of the dipolar amplitude measured above 4 EeV. Also shown are the predic-
tions from scenarios [12] with extragalactic sources.
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range between densities of galaxy clusters, jetted radio
galaxies, Seyfert galaxies, and starburst galaxies, the dipole
amplitude turns out to be at the level of a few percent at E∼
10 EeV, both for scenarios with light (Harari et al. 2014) and
with mixed CR compositions (Harari et al. 2015). A density of
sources smaller by a factor of 10 leads on average to a dipolar
amplitude larger by approximately a factor of two. An
enhanced anisotropy could result if the sources were to follow
the inhomogeneous distribution of the local galaxies, with a
dipole amplitude larger by a factor of about two with respect to
the case of a uniform distribution of the same source density.
The expected behavior is exemplified in Figure 6, where we
have included the observed dipole amplitude values together
with the predictions from Harari et al. (2015) for a scenario
with five representative mass components (H, He, C, Si, and
Fe) having an E−2 spectrum with a sharp rigidity cutoff at 6EV
and adopting a source density ρ=10−4 Mpc−3 (ignoring the
effects of the Galactic magnetic field). The data show
indications of a growth in the amplitude with increasing
energy that is similar to the one obtained in the models. Note
that this kind of scenario is also in line with the composition
favored by Pierre Auger Observatory data (The Pierre Auger
Collaboration 2017c).

Regarding the direction of the dipolar modulation, it is
important to take into account the effect of the Galactic
magnetic field on the trajectories of extragalactic CR reaching
Earth.100 The facts that the Galactic magnetic field model is not
well known and that the CR composition is still uncertain make
it difficult to infer the dipole direction associated with the flux
outside the Galaxy from the measured one. As an example, we
show in Figure 7 the change in the direction of an originally
dipolar distribution after traversing a particular Galactic
magnetic field, modeled in this example following Jansson &
Farrar (2012). The arrows start in a grid of initial directions for
the dipole outside the Galaxy and indicate the dipole directions
that would be reconstructed at Earth for different CR rigidities.
The points along the lines indicate the directions for rigidities

of 32, 16, and 8EV, and the tip of the arrow indicates those for
4EV. We see that after traversing the Galactic magnetic field
the extragalactic dipoles originally pointing in one half of the
sky, essentially that of positive Galactic longitudes, tend to
have their directions aligned closer to the inner spiral arm, at
(l, b);(80°, 0°) (indicated with an I in the plot). On the other
hand, those originally pointing to the opposite half tend to align
their directions toward the outer spiral arm, at (l, b);(−100°,
0°) (indicated with an O in the plot). The measured dipole
direction for E�8 EeV is indicated with the shaded area, and
one can see that it lies not far from the outer spiral arm
direction. The line color shows the resulting suppression factor
of the dipole amplitude after the effects of the Galactic
magnetic field deflections are taken into account. Qualitatively
similar results, showing a tendency for the direction of the
dipolar component to align with the spiral arm directions, are
also obtained when adopting instead the Galactic magnetic field
from Pshirkov et al. (2011).
The detection of large-scale anisotropies could open the

possibility to jointly probe the distribution of UHECR sources
and that of extragalactic magnetic fields (Sigl et al. 2004). In
particular, the growth of the dipole with energy is reproduced
in the scenarios considered in Wittkowski & Kampert (2018),
di Matteo & Tinyakov (2018), and Hackstein et al. (2018),
which further investigate the expected strength of the
quadrupolar moments, none of which is found to be significant
in our study. In Wittkowski & Kampert (2018) actually the full
angular power spectrum Cl up to l=32 is obtained considering
the mixed CR composition scenarios with a common maximum
rigidity at the sources that best fit the Pierre Auger Observatory
results (Wittkowski 2017). They found that only for l=1,
corresponding to the dipole, is the Cl expected to be greater
than the 5σ CL range of isotropy when a number of events like
that recorded by the Pierre Auger Observatory are considered.
In di Matteo & Tinyakov (2018) the dipole and quadrupole
amplitudes are examined under several assumptions on the
mass composition, for a scenario of sources distributed as in
the Two Micron All Sky Survey Galaxy Redshift Catalog. The
amplitudes of the dipole moment reported in the present work
can be well reproduced in their scenario with intermediate-mass
nuclei. In Hackstein et al. (2018) pure proton or pure iron
compositions and different magnetogenesis and source

Figure 7. Change of the direction of the dipolar component of an extragalactic flux after traversing the Galactic magnetic field, modeled as in Jansson & Farrar (2012).
We consider a grid (black circles) corresponding to the directions of a purely dipolar flux outside the Galaxy. Points along the lines indicate the reconstructed
directions for different values of the particle rigidity: 32, 16, and 8EV, and, at the tip of the arrow, 4EV. The line color indicates the resulting fractional change of the
dipole amplitude. The observed direction of the dipole for energies E�8 EeV is indicated by the gray plus sign, with the shaded area indicating the 68% CL region.
The labels I and O indicate the directions toward the inner and outer spiral arms, respectively.

100 These deflections not only can lead to a significant change in the dipole
direction and in its amplitude but also can generate some higher-order
harmonics even if pure dipolar modulation is only present outside the Galaxy
(Harari et al. 2010).
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of 1%–3%. The phases measured in most of the bins below
1EeV are not far from the direction toward the Galactic center.
All this suggests that the origin of these dipolar anisotropies
changes from a predominantly Galactic one to an extragalactic
one somewhere in the range between 1EeV and fewEeV. The
small size of the dipolar amplitudes in this energy range,
combined with the indications that the composition is relatively
light (The Pierre Auger Collaboration 2014a), disfavor a
predominant flux component of Galactic origin at >E 1 EeV
(The Pierre Auger Collaboration 2013). Models of Galactic
CRs relying on a mixed mass composition, with rigidity
dependent spectra, have been proposed to explain the knee (at
∼4 PeV) and second-knee (at ∼0.1 EeV) features in the
spectrum (Candia et al. 2003). The predicted anisotropies
depend on the details of the Galactic magnetic field model
considered and, below 0.5EeV, they are consistent with the
upper bounds we obtained. An extrapolation of these models,
considering that there is no cutoff in the Galactic component,
would predict dipolar anisotropies at the several percent level
beyond the EeV, in tension with the upper bounds in this range.
The conflict is even stronger for Galactic models (Calvez et al.
2010) having a light CR composition that extends up to the
ankle energy (at ∼5 EeV). The presence of a more isotropic
extragalactic component making a significant contribution
already at EeV energies could dilute the anisotropy of Galactic
origin, so as to be consistent with the bounds obtained.
Note that even if the extragalactic component were completely
isotropic in some reference frame, the motion of the Earth
with respect to that system could give rise to a dipolar
anisotropy through the Compton–Getting effect (Compton &
Getting 1935). For instance, for a CR distribution that is
isotropic in the CMB rest frame, the resulting Compton–
Getting dipole amplitude would be about 0.6% (Kachelriess &
Serpico 2006). This amplitude depends on the relative velocity
and on the CR spectral slope, but not directly on the particle
charge. The deflections of the extragalactic CRs caused by the
Galactic magnetic field are expected to further reduce this
amplitude, and also to generate higher harmonics, in a rigidity
dependent way, so that the exact predictions are model
dependent. The Compton–Getting extragalactic contribution

to the dipolar anisotropy is hence below the upper limits
obtained.
More data, as well as analyses exploiting the discrimination

between the different CR mass components that will become
feasible with the upgrade of the Pierre Auger Observatory
currently being implemented (Castellina 2019), will be crucial
to understand in depth the origin of the CRs at these energies
and to learn how their anisotropies are produced.

The successful installation, commissioning, and operation of
the Pierre Auger Observatory would not have been possible
without the strong commitment and effort from the technical
and administrative staff in Malargüe. We are very grateful to
the following agencies and organizations for financial support:
Argentina—Comisión Nacional de Energía Atómica;

Agencia Nacional de Promoción Científica y Tecnológica
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Técnicas (CONICET); Gobierno de la Provincia de Mendoza;
Municipalidad de Malargüe; NDM Holdings and Valle Las
Leñas; in gratitude for their continuing cooperation over land
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Figure 1. Reconstructed equatorial dipole amplitude (left) and phase (right). The upper limits at 99%CL are shown for all the energy bins in which the measured
amplitude has a chance probability greater than 1%. The gray bands indicate the amplitude and phase for the energy bin E�8 EeV. Results from other experiments
are shown for comparison (IceCube Collaboration 2012, 2016; KASCADE-Grande Collaboration 2019).
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Figure 1. Left above: The density field of the local universe derived from CosmicFlow-2 (Hoffman et al. 2018) in Super-
galactic coordinates; a 3D interactive view is available at [https://sketchfab.com/3d-models/quasi-linear-construction-of-the-density-field-
91448f58ed5b4a30b5dc270a34fb4352] Left below: The intensity map of the flux illuminating the Galaxy � 8 EeV, for sources following
the CosmicFlow-2 density field using the Eq. 1, “d90”, treatment; the pattern is virtually identical for the sharp-horizon treatment, but with
maximum relative flux =1.47 instead of 1.67 as in “d90”. The direction of the dipole component is not far from the CMB dipole. Right panels:
The colored lines are the percentage contribution to the observed UHECR flux coming from the indicated distance bins, as a function of energy,
for the parameters of the best-fitting d90 (above) and sharp-horizon SH* (below) models detailed in Table 1. The dots represent the average
over the energy bin indicated at the top. The actual calculation uses 1 Mpc bins in distance and 0.1 bins in log10(E).

discussed in Table 1; the meaning should be clear in context.)
Even if the source spectrum were known, Eq. 1 is not an ex-
act description because the energy loss rate evolves during
evolution as the composition and energy change. Moreover
the d90(A, E) values available in the literature are integrated
above a threshold rather than applying to a bin of energy.
A future more accurate treatment needs to take this into ac-
count as well as taking the source spectrum as an unknown
to be self-consistently fit.

We explore the possible spreading of the source images
and reduction in horizon due to diffusion in the EGMF, us-
ing the sharp-horizon treatment. We adopt the simplest hy-
pothesis that the universe is filled with homogeneous and
isotropic turbulent magnetic fields. While the turbulence
level of the EGMF is still unknown, upper limits obtained by
various measurements or arguments exist (Durrer & Neronov
2013). We adopt a Kolmogorov spectrum and – to fully

cover the possible parameter space – we consider rms ran-
dom field strength 0.08  BEG  10 nG and coherence
length 0.08  �EG  0.5 Mpc. The diffusion coefficient,
DEG, and indeed all magnetic deflections, depends on rigid-
ity, E/Z; in the relevant rigidity domain, DEG is proportional
to
⇣
E/ZBEG�0.5

EG

⌘2
(Globus et al. 2008). The intensity profile

of a single source depends on the diffusion coefficient and on
the distance to the source; it is calculated by a method fol-
lowing the diffusion of light in scattering media, that allows
to take into account the transition between quasi-linear and
diffusive regimes, as detailed in Appendix A.

For a given assumed EGMF, composition and energy, and
adopting either the sharp-horizon or d90 attenuation, we cal-
culate the weight of a 1-Mpc-thick shell of matter at dis-
tance z in the total observed CR flux at the given (A, E). The
final illumination map for that (A, E) and attenuation model
is then the weighted sum of the surface mass density in each
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91448f58ed5b4a30b5dc270a34fb4352] Left below: The intensity map of the flux illuminating the Galaxy � 8 EeV, for sources following
the CosmicFlow-2 density field using the Eq. 1, “d90”, treatment; the pattern is virtually identical for the sharp-horizon treatment, but with
maximum relative flux =1.47 instead of 1.67 as in “d90”. The direction of the dipole component is not far from the CMB dipole. Right panels:
The colored lines are the percentage contribution to the observed UHECR flux coming from the indicated distance bins, as a function of energy,
for the parameters of the best-fitting d90 (above) and sharp-horizon SH* (below) models detailed in Table 1. The dots represent the average
over the energy bin indicated at the top. The actual calculation uses 1 Mpc bins in distance and 0.1 bins in log10(E).

discussed in Table 1; the meaning should be clear in context.)
Even if the source spectrum were known, Eq. 1 is not an ex-
act description because the energy loss rate evolves during
evolution as the composition and energy change. Moreover
the d90(A, E) values available in the literature are integrated
above a threshold rather than applying to a bin of energy.
A future more accurate treatment needs to take this into ac-
count as well as taking the source spectrum as an unknown
to be self-consistently fit.

We explore the possible spreading of the source images
and reduction in horizon due to diffusion in the EGMF, us-
ing the sharp-horizon treatment. We adopt the simplest hy-
pothesis that the universe is filled with homogeneous and
isotropic turbulent magnetic fields. While the turbulence
level of the EGMF is still unknown, upper limits obtained by
various measurements or arguments exist (Durrer & Neronov
2013). We adopt a Kolmogorov spectrum and – to fully

cover the possible parameter space – we consider rms ran-
dom field strength 0.08  BEG  10 nG and coherence
length 0.08  �EG  0.5 Mpc. The diffusion coefficient,
DEG, and indeed all magnetic deflections, depends on rigid-
ity, E/Z; in the relevant rigidity domain, DEG is proportional
to
⇣
E/ZBEG�0.5

EG

⌘2
(Globus et al. 2008). The intensity profile

of a single source depends on the diffusion coefficient and on
the distance to the source; it is calculated by a method fol-
lowing the diffusion of light in scattering media, that allows
to take into account the transition between quasi-linear and
diffusive regimes, as detailed in Appendix A.

For a given assumed EGMF, composition and energy, and
adopting either the sharp-horizon or d90 attenuation, we cal-
culate the weight of a 1-Mpc-thick shell of matter at dis-
tance z in the total observed CR flux at the given (A, E). The
final illumination map for that (A, E) and attenuation model
is then the weighted sum of the surface mass density in each

4

Figure 2. Surface density maps (left column), and arrival maps after propagation in the JF12 Galactic magnetic field model for the SH* (middle)
and d90 (right) attenuation models, in LSS shells covering distances (top to bottom): 0-40, 40-80, and 80-120 Mpc. The maps here are for
E � 8 EeV; plots including E � 32 EeV and a more complete set of distances and models are given in the Appendix Figs. E4– E7.

shell. To enable the reader to visualize how different dis-
tances contribute, the left column of Fig. 2 shows the surface
density contrast of the three nearest 40-Mpc-thick layers of
the nearby universe. After weighting by the attenuation fac-
tor, one gets the contribution of the shell to the illumination
map. The center and right columns should be ignored for
now; they show contributions to the arrival direction maps
and will be discussed later.

2.2. Galactic propagation

Once extragalactic cosmic rays enter the Galaxy, they are
deflected by the GMF which has a complex geometry and in-
cludes both ordered (coherent) and turbulent (random) mag-
netic fields. The Jansson & Farrar (2012) model (JF12) is
the leading GMF model available at this time. It is con-
strained by some 40,000 Faraday rotation measures (RMs) of
extragalactic sources, and by polarized and unpolarized syn-
chrotron emission as inferred by WMAP. The JF12 model al-
lows for a coherent and/or turbulent poloidal (X-shaped) halo
field inspired by the field geometry seen in external galaxies.
(See Farrar 2014, and Appendix C for discussion of other
GMF models, the limitations of JF12 and references.) The
unexpected finding of JF12 was that the X-field is actually
a directed poloidal field, extending from South to North. In
addition to the X-field, JF12 incorporates spiral arms and a
toroidal halo and allows for the presence of anisotropic ran-
dom magnetic fields.

To model the propagation of UHECRs through the Galaxy,
we use high-resolution particle tracking (1.8 billion trajec-
tories) from Farrar & Sutherland (2019) in the JF12 coher-
ent+random GMF model. This procedure captures deflec-
tion, diffusion and magnification and demagnification effects

(Farrar & Sutherland 2019). The coherence length of the
GMF is not constrained by the JF12 or other GMF modeling,
but it is commonly thought to be 30-100 pc in the bulk of the
volume (Farrar 2014). With that in mind, Farrar & Suther-
land (2019) provided trajectories for �coh = 30 and 100 pc.
Given these high resolution simulated trajectories, the maps
of flux at Earth can be calculated from the illumination maps
(see Appendix B.1). In order to have more choices of effec-
tive GMF coherence lengths �G, we mix the trajectories of
30 parsec and 100 parsec with different weights to interpo-
late between them.

2.3. Mass composition

The mass composition of UHE cosmic rays can be in-
ferred from measurements of the longitudinal development
of UHE air showers, with the use of hadronic interaction
models. Figure 3 shows the mean and variance of ln A

and their uncertainties, in eight energy bins as inferred by
the Pierre Auger Collaboration (Yushkov 2019) using three
different hadronic interaction models (HIMs): Sibyll2.3c,
EPOS-LHC, QGSJETII-04.3 We parameterize the evolu-
tion of the composition with energy as follows (abbreviating
log10(E) ⌘ lg E):

• hln Ai = ↵ lg E + hln Ai8 EeV
• �2(ln A) = � lg E + �2(ln A)8 EeV.

Thus the model composition is characterized by four parame-

3 It should be noted that QGSJETII-04 gives an unphysical �2(ln A).
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