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Modern Methods of Data Analysis

Lectures: Fridays 1130 - 1300


• Lecturers:  

• Dr. Pablo Goldenzweig (CS 30.23 / R. 9-9)  [Lectures 1-8]


• P.-D. Dr. Roger Wolf (CS 30.23 / R. 9-20)  [Lectures 9-12]


• Dr. Jan Kieseler (CS 30.23 / R. 9-20)  [Lectures 13-14]


• Office hours: On request


Computerpraktikum: Thursdays 1530 - 1800, Fridays 1400 - 1530


• Head tutor: 


• Dr. Slavomira (Sally) Stefkova (CS 30.23 / R. 9-22)


• Tutor team of post-docs and PhD students: 

• Dr. Giacomo de Pietro, Dr. Soureek Mitra, Dr. Raquel Quishpe, Alessandro Brusamolino, Greta Heine, Tim 
Voigtländer


• Tutorials and exercise sheets: 
• First tutorial: today 21.04 (only organizational material) 

• Exercise sheets uploaded on Friday, 1 week prior to tutorial 


• First exercise sheet already uploaded and will be discussed on 04.05 & 05.05 


• Sign-up for the Lecture & Computerpraktikum in ILIAS today
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Organization

Everything in this color is 
hyperlinked (in all lectures), 
so click for more in your 
free time.

https://ilias.studium.kit.edu/goto.php?target=crs_2071902&client_id=produktiv
https://ilias.studium.kit.edu/goto.php?target=crs_2071903&client_id=produktiv
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• 10 exercise sheets with a total of 16 obligatory questions

• 6 LP: 11 / 16 Testate 


• 8 LP: 13 / 16 Testate + extra exercise: “Higgs Challenge” 

• Details to be discussed this afternoon in the tutorial introduction: 
✦ To work on the exercises, a Jupyter Hub server is provided which can be accessed from any device via a browser under 

the link https://jupytermachine.etp.kit.edu. Use your KIT account credentials to log in. Your KIT account must be 
registered for access of the Physik-Pool. If this is not the case, please register your account under  
https://comp.physik.kit.edu/Account/. On this page you can also find a link for the prolongation of an existing account.  

✦ Once logged on to the Jupyter Hub, you can spawn a server instance to work on. Choose the datenauswertung image and 
spawn your server. From this server, you will be able to access your home directory of the Physik-Pool in the File Browser 
on the left side of your Jupyter Lab window.  

✦ The exercises will be provided as Python 3 Jupyter Notebooks (e.g. Exercise1.ipynb). These contain the instructions, 
additional hints and templates you can use to solve the exercises. They will be provided to you by means of the git 
repository https://gitlab.etp.kit.edu/Lehre/dataanalysisexercises_forstudents.git. which will be updated each week to 
contain the current exercise.


✦ It is assumed that you followed the course Rechnernutzung in der Physik and are familiar with the basics of Linux, Python 
and ROOT. Some links are provided on the web page to refresh this knowledge. Additional hints will be provided in the 
exercises notebooks.   

• Exam:  
• If you plan have this lecture examined before August together with another course, please contact Roger and Pablo via 

E-Mail ASAP.

= yes
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Exercises / LP rules

https://jupytermachine.etp.kit.edu
https://comp.physik.kit.edu/Account/
https://gitlab.etp.kit.edu/Lehre/dataanalysisexercises_forstudents
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• Annotated lecture slides will be uploaded to ILIAS after each 
lecture


• /Lecture material


• Reading material will be uploaded to ILIAS & assigned weekly 


• /Reading material


• /Textbooks


• Folders for each lecture with relevant papers to review (some elective)


• /L01 


• /L02 


• …
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Course material
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Recommended books

Digital copies uploaded to ILIAS:  /Reading material/Textbooks
Heavily  
sourced

Slides, videos, and exercises  
on Cowan’s website 

https://ilias.studium.kit.edu/ilias.php?ref_id=2071950&cmd=view&cmdClass=ilrepositorygui&cmdNode=x0&baseClass=ilRepositoryGUI
http://www.pp.rhul.ac.uk/~cowan/stat_course.html
http://www.pp.rhul.ac.uk/~cowan/sda/exercises.html


Modern Methods of Data Analysis

• First half (1130 - 1210): 40’

• 5’    recap of last lecture


• 15’  slides


• 5’    discuss last lectures Quiz


• 15’  slides


• Break (1210 - 1215): 5’


• Second half (1215 - 1300): 45’ 
•  slides and quiz


• Important:  
• Please tell me to slow down if I am too fast.


• Feel free to interrupt me if you have a question during lecture.   


• You will ask questions I do not know the answer to. Whenever this 
happens, I will try to answer your question in the next lecture.
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Typical lecture: 1130 - 1300
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• Helpful for us to gauge how you’re doing and adjust speed/content 
accordingly.


• I will rely on YOU to monitor your progress. This is important 
because if you cannot answer the quiz questions by the end of the 
semester, you will likely not do well if you decide to include this 
lecture in your oral exam.


• So, we’ll take some time during lecture to take the quizzes and then 
we will review the answers together the following week.


• Make sure to have a pen and paper ready to write down your 
answers.


• You won’t be graded on them.
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Quizzes during lecture
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Curriculum
# Lecture 

date Lecture Topic

1 21.4 Fundamental concepts I

2 28.4 Fundamental concepts II

3 5.5 Monte Carlo method & production of random 
distributions

4 12.5 Parameter estimation & maximum likelihood

5 19.5 Chi-square method

6 26.5 Hypothesis tests & Neyman Pearson

Semester Break

7 9.6 Confidence intervals

8 16.6 Limit setting & unfolding 

9 23.6 Event classification - Introduction and perceptron

10 30.6 Classification with the multilayer perceptron

11 7.7 Neural network training

12 14.7 Training algorithms & regularization methods

13 21.7 Training validation

14 28.7 Advanced neural networks

# Hand out 
exercise

Exercise dates  
(due Fri.) Computerpraktikum Topic

Ex.1 4.5, 5.5 Programming and standard error 
propagation

Ex.2 5.5 11.5, 12.5 Priors and Monte Carlo

Ex.3 12.5 25.5, 26.5 ML & Chi-square methods

Holiday on 18.05
Ex.4 26.5 15.6, 16.6 Combination of correlated 

measurements

Semester Break

Holiday on 08.06

Ex.5 16.6 22.6, 23.6 Data parameterization & 
minimization 

Ex.6 23.6 29.6, 30.6 Hypothesis testing & 
parameter estimation

Ex.7 30.6 6.7, 7.7 Confidence intervals 

Ex.8 7.7 13.7, 14.7 Unfolding

Ex.9 14.7 20.7, 21.7 Multivariate classification

Ex.10 21.7 27.7, 28.7 Deep learning

Introduction to tutorials Today   @14:00   online: Zoom link (passcode: 347693)

https://kit-lecture.zoom.us/j/69352461951?pwd=b29XamkrR2V4SXNiY3Vta1FXOW9lUT09
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Curriculum in a box

Monte Carlo 
Method

Parameter estimation: 
Likelihood and𝝌2

Hypothesis Testing and 
Neyman-Pearson

Multivariate Methods: 
Decision Trees and Neural 

Networks

Deep Learning

Resolution: Folding 
and Unfolding

Fundamentals of statistics 
(Probability, PDFs, Bayes, Moments)



Machine Learning  
=  Machine (computing power)

+ Probability
+ Data

This course

Everywhere
Including ourselves
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Machine learning algorithm

Data
Build a 


probabilistic 
model

Do 

one 


thing
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Classification

Chihuahua or muffin?



Modern Methods of Data Analysis 13

Seriously though… Very useful!

E. Andre et al., “Dermatologist-level classification of skin cancer with deep neural networks” Nature 542.7639 (2017): 115-118
PDF on ILIAS: /Reading material /L01

A ML algorithm 
performs better 
than the best 

dermatologists

https://www.nature.com/articles/nature21056
http://www.apple.com
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Decision-making

Over the course of millions of AlphaGo 
vs AlphaGo games, the system 
progressively learned the game of Go 
from scratch, accumulating thousands 
of years of human knowledge during a 
period of just a few days. AlphaGo Zero 
also discovered new knowledge, 
developing unconventional strategies 
and creative new moves that echoed 
and surpassed the novel techniques it 
played in the games against Lee Sedol 
and Ke Jie.

https://deepmind.com/blog/article/alphago-zero-starting-scratch

https://deepmind.com/blog/article/alphago-zero-starting-scratch
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Natural language processing

Augmented reality machine translation

Voice assistants: 
Voice to text to answer

(Creepy) Google assistant demo 
 https://www.youtube.com/watch?v=D5VN56jQMWM.

https://www.researchgate.net/publication/224218354_TranslatAR_A_mobile_augmented_reality_translator

Next level AI

https://www.youtube.com/watch?v=D5VN56jQMWM
https://www.researchgate.net/publication/224218354_TranslatAR_A_mobile_augmented_reality_translator
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Probability and music

https://actu.epfl.ch/news/decoding-beethoven-s-music-style-using-data-scienc/

Decoding Beethoven’s music style using data science

“The study finds that very few chords govern most 
of the music, a phenomenon that is also known in 
linguistics, where very few words dominate 
language corpora.... It characterizes Beethoven's 
specific composition style for the String Quartets, 
through a distribution of all the chords he used, 
how often they occur, and how they commonly 
transition from one to the other.” 

Manuscript of Große 
Fuge in b flat major

https://actu.epfl.ch/news/decoding-beethoven-s-music-style-using-data-scienc/


Probability is more than just 
machine learning 
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• Fundamental for many things:

• Discovery of the Higgs boson and gravitational waves
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Why is statistical data analysis important?

The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → !+!−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.
The uncertainty on the expected fractions of signal

events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 9: The observed (solid) local p0 as a function of mH in the
low mass range. The dashed curve shows the expected local p0 under
the hypothesis of a SM Higgs boson signal at that mass with its ±1σ
band. The horizontal dashed lines indicate the p-values corresponding
to significances of 1 to 6 σ.

110–150GeV, which is approximately the mass range
not excluded at the 99% CL by the LHC combined SM
Higgs boson search [139] and the indirect constraints
from the global fit to precision electroweak measure-
ments [12].

9.3. Characterising the excess
The mass of the observed new particle is esti-

mated using the profile likelihood ratio λ(mH) for
H→ZZ(∗)→ 4# and H→ γγ, the two channels with the
highest mass resolution. The signal strength is al-
lowed to vary independently in the two channels, al-
though the result is essentially unchanged when re-
stricted to the SM hypothesis µ = 1. The leading
sources of systematic uncertainty come from the elec-
tron and photon energy scales and resolutions. The re-
sulting estimate for the mass of the observed particle is
126.0 ± 0.4 (stat) ± 0.4 (sys) GeV.
The best-fit signal strength µ̂ is shown in Fig. 7(c) as

a function of mH . The observed excess corresponds to
µ̂ = 1.4 ± 0.3 for mH = 126GeV, which is consistent
with the SM Higgs boson hypothesis µ = 1. A sum-
mary of the individual and combined best-fit values of
the strength parameter for a SM Higgs boson mass hy-
pothesis of 126GeV is shown in Fig. 10, while more
information about the three main channels is provided
in Table 7.
In order to test which values of the strength and

mass of a signal hypothesis are simultaneously consis-
tent with the data, the profile likelihood ratio λ(µ,mH) is
used. In the presence of a strong signal, it will produce
closed contours around the best-fit point (µ̂, m̂H), while

)µSignal strength (
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Figure 10: Measurements of the signal strength parameter µ for
mH=126GeV for the individual channels and their combination.

in the absence of a signal the contours will be upper
limits on µ for all values of mH .
Asymptotically, the test statistic −2 lnλ(µ,mH) is dis-

tributed as a χ2 distribution with two degrees of free-
dom. The resulting 68% and 95% CL contours for the
H→ γγ and H→WW (∗)→ #ν#ν channels are shown in
Fig. 11, where the asymptotic approximations have been
validated with ensembles of pseudo-experiments. Sim-
ilar contours for the H→ ZZ(∗)→ 4# channel are also
shown in Fig. 11, although they are only approximate
confidence intervals due to the smaller number of can-
didates in this channel. These contours in the (µ,mH)
plane take into account uncertainties in the energy scale
and resolution.
The probability for a single Higgs boson-like particle

to produce resonant mass peaks in the H→ ZZ(∗)→ 4#
and H→ γγ channels separated by more than the ob-
served mass difference, allowing the signal strengths to
vary independently, is about 8%.
The contributions from the different production

modes in the H→ γγ channel have been studied in order
to assess any tension between the data and the ratios of
the production cross sections predicted in the Standard
Model. A new signal strength parameter µi is introduced
for each production mode, defined by µi = σi/σi,SM. In
order to determine the values of (µi, µ j) that are simul-
taneously consistent with the data, the profile likelihood
ratio λ(µi, µ j) is used with the measured mass treated as
a nuisance parameter.
Since there are four Higgs boson productionmodes at

the LHC, two-dimensional contours require either some
µi to be fixed, or multiple µi to be related in some way.
Here, µggF and µtt̄H have been grouped together as they
scale with the tt̄H coupling in the SM, and are denoted

19

https://doi.org/10.1016/j.physletb.2012.08.020

A nice article on why  for discovery5σ

https://doi.org/10.1016/j.physletb.2012.08.020
https://home.cern/resources/faqs/five-sigma#:~:text=For%20other%20results,%20like%20the,of%20the%20normal%20distribution%20graph.
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• Fundamental for many things:

• Discovery of the Higgs boson and gravitational waves
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Why is statistical data analysis important?
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Why is statistical data analysis important?

• Fundamental for many things:

• Stringent test for claiming new phenomena.

LHC’s 750 GeV ‘bump’

>250 papers submitted to arXiv in first 6 months!
https://physicsworld.com/a/theorizing-about-the-lhcs-750-gev-bump/

https://physicsworld.com/a/theorizing-about-the-lhcs-750-gev-bump/
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Why is statistical data analysis important?

• Fundamental for many things:

• Stringent test for claiming new phenomena.

LHC’s 750 GeV ‘bump’

http://bostonreview.net/books-ideas/matthew-buckley-search-new-physics-cern-part-8
And much 

more!

http://bostonreview.net/books-ideas/matthew-buckley-search-new-physics-cern-part-8
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We’ll get there,

 but fundamentals first…



A brief recap of what you should already know

Lecture 1: Fundamental Concepts
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Fundamentals of statistics 
(Probability, PDFs, Bayes, Moments)

Monte Carlo 
Method

Parameter estimation: 
Likelihood and𝝌2

Hypothesis Testing and 
Neyman-Pearson

Multivariate Methods: 
Decision Trees and Neural 

Networks Deep Learning

Resolution: Folding 
and Unfolding

24



Modern Methods of Data Analysis

• Statistical methods used to describe and analyze measured data 
from experiments


• Description of data (descriptive statistics)

• Describe data w/o knowing fundamental principles of what is measured


• Characterize data with few but descriptive parameters, but no aim to use 
data to learn about the population that the data is thought to represent. 

25

Descriptive statistics
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Descriptive statistics: Careful!
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• Statistical methods used to describe and analyze measured data 
from experiments


• Description of data (descriptive statistics)

• Describe data w/o knowing fundamental principles of what is measured


• Characterize data with few but descriptive parameters


• Physical Measurements (inductive statistics) 
• Every physical measurement has an associated uncertainty 


• Typically: experimental resolution

27

Physical measurement
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• Block of data: Measured resistance in Ohm:


• Probability distribution (Histogram):

28

Physical measurement: Example

N(x)

[Ohm]
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• Block of data: Measured resistance in Ohm:


• Parametrize the distribution

29

N(x) = A · e�
1
2 (

x�B
C )2
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N(x)

[Ohm]

= A
<latexit sha1_base64="zm1m8P2wo9QYMUkpKpx70GAfOew=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ9eKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYWV1b3yhulra2d3b3yvsHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Hbqt564NiJWjzhOuB/RgRKhYBSt9HBFrnvlilt1ZyDLxMtJBXLUe+Wvbj9macQVMkmN6Xhugn5GNQom+aTUTQ1PKBvRAe9YqmjEjZ/NTp2QE6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjpZ0IlKXLF5ovCVBKMyfRv0heaM5RjSyjTwt5K2JBqytCmU7IheIsvL5PmWdVzq979eaV2k8dRhCM4hlPw4AJqcAd1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx9qRI02</latexit><latexit sha1_base64="zm1m8P2wo9QYMUkpKpx70GAfOew=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ9eKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYWV1b3yhulra2d3b3yvsHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Hbqt564NiJWjzhOuB/RgRKhYBSt9HBFrnvlilt1ZyDLxMtJBXLUe+Wvbj9macQVMkmN6Xhugn5GNQom+aTUTQ1PKBvRAe9YqmjEjZ/NTp2QE6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjpZ0IlKXLF5ovCVBKMyfRv0heaM5RjSyjTwt5K2JBqytCmU7IheIsvL5PmWdVzq979eaV2k8dRhCM4hlPw4AJqcAd1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx9qRI02</latexit><latexit sha1_base64="zm1m8P2wo9QYMUkpKpx70GAfOew=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ9eKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYWV1b3yhulra2d3b3yvsHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Hbqt564NiJWjzhOuB/RgRKhYBSt9HBFrnvlilt1ZyDLxMtJBXLUe+Wvbj9macQVMkmN6Xhugn5GNQom+aTUTQ1PKBvRAe9YqmjEjZ/NTp2QE6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjpZ0IlKXLF5ovCVBKMyfRv0heaM5RjSyjTwt5K2JBqytCmU7IheIsvL5PmWdVzq979eaV2k8dRhCM4hlPw4AJqcAd1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx9qRI02</latexit><latexit sha1_base64="zm1m8P2wo9QYMUkpKpx70GAfOew=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ9eKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYWV1b3yhulra2d3b3yvsHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Hbqt564NiJWjzhOuB/RgRKhYBSt9HBFrnvlilt1ZyDLxMtJBXLUe+Wvbj9macQVMkmN6Xhugn5GNQom+aTUTQ1PKBvRAe9YqmjEjZ/NTp2QE6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjpZ0IlKXLF5ovCVBKMyfRv0heaM5RjSyjTwt5K2JBqytCmU7IheIsvL5PmWdVzq979eaV2k8dRhCM4hlPw4AJqcAd1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx9qRI02</latexit>

= B
<latexit sha1_base64="xVjr2CxdevOA8NtWwPGjG4SeWxI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ6sVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnGScD+iQyVCwSha6eGG1Pvlilt15yCrxMtJBXI0+uWv3iBmacQVMkmN6Xpugn5GNQom+bTUSw1PKBvTIe9aqmjEjZ/NT52SM6sMSBhrWwrJXP09kdHImEkU2M6I4sgsezPxP6+bYnjtZ0IlKXLFFovCVBKMyexvMhCaM5QTSyjTwt5K2IhqytCmU7IheMsvr5LWRdVzq979ZaVWz+Mowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9ryI03</latexit><latexit sha1_base64="xVjr2CxdevOA8NtWwPGjG4SeWxI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ6sVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnGScD+iQyVCwSha6eGG1Pvlilt15yCrxMtJBXI0+uWv3iBmacQVMkmN6Xpugn5GNQom+bTUSw1PKBvTIe9aqmjEjZ/NT52SM6sMSBhrWwrJXP09kdHImEkU2M6I4sgsezPxP6+bYnjtZ0IlKXLFFovCVBKMyexvMhCaM5QTSyjTwt5K2IhqytCmU7IheMsvr5LWRdVzq979ZaVWz+Mowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9ryI03</latexit><latexit sha1_base64="xVjr2CxdevOA8NtWwPGjG4SeWxI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ6sVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnGScD+iQyVCwSha6eGG1Pvlilt15yCrxMtJBXI0+uWv3iBmacQVMkmN6Xpugn5GNQom+bTUSw1PKBvTIe9aqmjEjZ/NT52SM6sMSBhrWwrJXP09kdHImEkU2M6I4sgsezPxP6+bYnjtZ0IlKXLFFovCVBKMyexvMhCaM5QTSyjTwt5K2IhqytCmU7IheMsvr5LWRdVzq979ZaVWz+Mowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9ryI03</latexit><latexit sha1_base64="xVjr2CxdevOA8NtWwPGjG4SeWxI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ6sVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnGScD+iQyVCwSha6eGG1Pvlilt15yCrxMtJBXI0+uWv3iBmacQVMkmN6Xpugn5GNQom+bTUSw1PKBvTIe9aqmjEjZ/NT52SM6sMSBhrWwrJXP09kdHImEkU2M6I4sgsezPxP6+bYnjtZ0IlKXLFFovCVBKMyexvMhCaM5QTSyjTwt5K2IhqytCmU7IheMsvr5LWRdVzq979ZaVWz+Mowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9ryI03</latexit>

= C
<latexit sha1_base64="6RJqdPidZa7Eqia2g3LAqjahPaA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ7MVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreDcX3mt5+4NiJWjzhJuB/RoRKhYBSt9HBD6v1yxa26c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0nrouq5Ve/+slK7zeMowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9tTI04</latexit><latexit sha1_base64="6RJqdPidZa7Eqia2g3LAqjahPaA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ7MVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreDcX3mt5+4NiJWjzhJuB/RoRKhYBSt9HBD6v1yxa26c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0nrouq5Ve/+slK7zeMowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9tTI04</latexit><latexit sha1_base64="6RJqdPidZa7Eqia2g3LAqjahPaA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ7MVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreDcX3mt5+4NiJWjzhJuB/RoRKhYBSt9HBD6v1yxa26c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0nrouq5Ve/+slK7zeMowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9tTI04</latexit><latexit sha1_base64="6RJqdPidZa7Eqia2g3LAqjahPaA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ItQ7MVjRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreDcX3mt5+4NiJWjzhJuB/RoRKhYBSt9HBD6v1yxa26c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0nrouq5Ve/+slK7zeMowgmcwjl4cAU1uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w9tTI04</latexit>

estimator for true resistance
normalisation

dispersion parameter / estimator for

true resolution

Physical measurement: Example
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• A couple of terms we should introduce formally:


• Uncertainty: Outcome of measurement varies unpredictably upon 
repetition due to  

• Resolution 

• Errors in measuring device (Systematic Uncertainty)


• Fundamental property of the system (e.g. QM)


• Random: Characterization of a system is random if


• it is not known or


• cannot be predicted with absolute certainty

30

Fundamentals

‣ Degree of randomness quantifiable with concept of probability
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• Five warm up questions in 5’


• What’s the probability to not toss five heads in a row in coin toss?


• Name the following distributions:


• Mean and variance of a n independent random variables 


• I know what Bayes’ theorem is about (Yes/No).


• Write down the definition of a 𝝌2 function.

xi

31

Quiz 1 Don’t worry if you can’t answer everything

31



Defining Probability
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Key definitions

An experiment in probability:

S

EExperiment

Sample space, : 

Event, :

S
E

The set of all possible outcomes of an experiment 

Some subset of S (E ⊆ S)
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Sample space,  S

• Coin flip 
     = {Heads,Tails}  

• Flipping 2 coins 
     = {(H,H), (H,T), (T,H), (T,T)}  

• Roll of 6-sided die 
     = {1, 2, 3, 4, 5, 6}  

• # of emails in a day 
     = {x | x  Z, x  0}  

• FB hours in a day 
     = {x | x  R, 0  x  24} 

S

S

S

S ∈ ≥

S ∈ ≤ ≤

Event,  E
• Flip lands heads 
     = {Heads}  

•  1 head on 2 coin flips 
     = {(H,H), (H,T), (T,H)}  

• Roll is 3 or less 
     = {1, 2, 3}  

• Low email day (  20 mails) 
     = {x | x  Z, 0  x  20}  

• Wasted day (  5 FB hours) 
     = {x | x  R, 5  x  24 } 

E

≥
E

E

≤
E ∈ ≤ ≤

≥
E ∈ ≤ ≤

Key definitions
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What is a probability?

A number between 0 and 1

to which we ascribe meaning.* 

*our belief that an event  occurs.E
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What is a probability?

P(E) = lim
n→∞

n(E)
n

 = # of total trials n
 = # of trials where  occurs n(E) E

Let   = the set of outcomes E
when you hit the target

Hit: 0

Thrown: 1

P(E) ≈ 0.00

Hit: 1

Thrown: 2

P(E) ≈ 0.50

Hit: 2

Thrown: 3

P(E) ≈ 0.667

Hit: 11

Thrown: 24

P(E) ≈ 0.458
Frequentist

Relative frequency interpretation of probability 
(We’ll discuss the subjective probability interpretation later)



Axioms of Probability
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Quick review of sets

S

E F

 and  are events in . 
Experiment:

Die roll


= {1,2,3,4,5,6}

Let = {1,2}, and = {2,3}

E F S

S
E F

1
2

3
4 5

6
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def Union of events,  
The event containing all outcomes 
in  or . 

E ∪ F

E F

 = {1,2,3}E ∪ F

S

E F

 and  are events in . 
Experiment:

Die roll


= {1,2,3,4,5,6}

Let = {1,2}, and = {2,3}

E F S

S
E F

Quick review of sets

1
2

3
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def Intersection of events,  
The event containing all outcomes 
in  and . 

E ∩ F

E F

 =  = {2}E ∩ F EF

S

E F

def Mutually exclusive events,  
and  means that 

F
G F ∩ G = ∅

G

 and  are events in . 
Experiment:

Die roll


= {1,2,3,4,5,6}

Let = {1,2}, and = {2,3}

E F S

S
E F

Quick review of sets

2
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S

E F

 and  are events in . 
Experiment:

Die roll


= {1,2,3,4,5,6}

Let = {1,2}, and = {2,3}

E F S

S
E F

def Complement of event ,  
The event containing all outcomes 
that are not in . 

E EC

E

 = {3,4,5,6}EC

Quick review of sets

3
4 5

6
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3 axioms of probability

Axiom 1: 0 ≤ P(E) ≤ 1

Axiom 2: P(S) = 1

Axiom 3: If  and  are mutually exclusive  ,

then  

E F E ∩ F = ∅
P(E ∪ F) = P(E) + P(F)The analytically 

useful Axiom

P(E) = lim
n→∞

n(E)
n

More generally, for any sequence of 
mutually exclusive events  E1, E2, . . . :

(like the Sum Rule of 
counting, but for 

probabilities)S

E1

E2

E3

P (
∞

⋃
i=1

Ei) =
∞

∑
i=1

P(Ei)



Corollaries of Probability
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3 corollaries of axioms of probability  

Corollary 1: P(EC) = 1 − P(E)

Corollary 2: 

Corollary 3:  P(E ∪ F) = P(E) + P(F) − P(E ∩ F)

If  , then E ⊆ F P(E) ≤ P(F)

(Inclusion-Exclusion Principle for Probability)

S
E EC

S
E F

General form: 
P (

n

⋃
i=1

Ei) =
n

∑
r=1

(−1)r+1 ∑
i1<…<ir

P
r

⋂
j=1

Eij

P(E ∪ F ∪ G) =
P(E) + P(F) + P(G)

E

F G −P(E ∩ F) − P(E ∩ G) − P(F ∩ G)
+P(E ∩ F ∩ G)

1

1 1

3
2 2

2

1
1 1

0

1
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Take an example: Selecting programmers

• (student programs in Python) = 0.28


• (student programs in C++) = 0.07


• (student programs in Python and C++) = 0.05

P
P
P

What is (student does not program in C++ or Python)?P

1. Define events 
& state goals

2. Identify known 
probabilities

3. Solve

: python

: C++

E
F

Given:

Find: P((E ∪ F)C) = ?

 
 

P(E) = 0.28
P(F) = 0.07
P(E ∩ F) = 0.05  = 0.28 + 0.07 − 0.05

= 0.3

⇒ 1 − 0.3 = 0.7

P((E ∪ F)C) = 1 − P(E ∪ F)
Corollary 1

 P(E ∪ F) = P(E) + P(F) − P(E ∩ F)
Corollary 3
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Takeaway: Union of events

The challenge of probability is in defining events. 
Some event probabilities are easier to compute than others. 

Axiom 3,

Mutually exclusive events

Corollary 3,

Inclusion-exclusion principle

S

E

G

F

S

E

G

F



Conditional Probability
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Written as:

Means: 

Sample space 

Event  

→
→



“ , given  already observed)” 

all possible outcomes consistent with  (i.e. ) 

all outcomes in  consistent with  (i.e. ) 

P(E |F)
P(E F

F S ∩ F
E F E ∩ F

48

Conditional probability

The conditional probability of  given  is the probability that  occurs 
given that  has already occurred. This is known as conditioning on .

E F E
F F

General def of conditional probability: P(E |F) =
P(EF)
P(F)

The Chain Rule (aka Product Rule): P(EF) = P(F) P(E |F)

P(E1E2…En) = P(E1)P(E2 |E1)…P(En |E1E2…En−1)Generalized:



Law of Total Probability
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P(EF)
Chain rule

(Product rule)

Definition of 
conditional probability

P(E |F)

Law of Total 
Probability

P(E)

50
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Law of total probability

Thm   Let  be an event where . For any event , F P(F) > 0 E
P(E) = P(E |F)P(F) + P(E |FC)P(FC)

Proof  
1.  and  are disjoint s.t. 


2. 


3. 


4.

F FC F ∪ FC = S

E = (EF) ∪ (EFC)

P(E) = P(EF) + P(EFC)

P(E) = P(E |F)P(F) + P(E |FC)P(FC)

Def. of complement 

Axiom 3 

Chain rule

S E

F FC
EFCEF
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General law of total probability

Thm For mutually exclusive events 

s.t. ,

F1, F2, . . . , Fn
F1 ∪ F2 ∪ . . . ∪ Fn = S

P(E) =
n

∑
i=1

P(E |Fi)P(Fi)

Proof

S
E

F1 F2 F3 F4

EF1 EF2 EF3 EF4
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• Flip a fair coin.


• If heads: roll a fair 6-sided die.


• Else: roll a fair 3-sided die.

53

Finding  from P(E) P(E |F) P(E) = P(E |F)P(F) + P(E |FC)P(FC)
Law of total probability

You win if you roll a 6. What is (winning)?P

1. Define events 
& state goals

2. Identify known 
probabilities

3. Solve

: win

: flip heads

E
F

Let:

Find: P(win) = P(E)

P(win |H ) = P(E |F) =
1
6

P(H ) = P(F) =
1
2

P(win |T ) = P(E |FC) = 0

P(T ) = P(FC) = 1 −
1
2

=
1
2

P(E) =
1
6

⋅
1
2

+ 0 ⋅
1
2

=
1
12
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P(EF)
Chain rule

(Product rule)

Definition of 
conditional probability

P(E |F)

Law of Total

Probability

P(E)

54

Bayes’ 
Theorem

P(F |E)
Subjective probability 
interpretation



Take 5
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Detecting spam email

Global spam volume as % of total email traffic

One can easily calculate how many 
spam emails contain “Dear”:

“Dear” | Spam emailP(E |F) = P( ) Spam email | “Dear”P(F |E) = P( )

But what is the probability that an 
email containing “Dear” is spam?

https://www.statista.com/statistics/420391/spam-email-traffic-share/#:~:text=Spam:%20share%20of%20global%20email%20traffic%202014-2020&text=Spam%20messages%20accounted%20for%2047.3,mail%20traffic%20in%20September%202020.
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Bayes’ Theorem

P(F |E) =
P(E |F) P(F)

P(E)

Thm  For any events  and  where  and ,E F P(E) > 0 P(F) > 0

P(E |F) ⇒ P(F |E)

Proof 

Expanded form 

P(F |E) =
P(E |F) P(F)

P(E |F) P(F) + P(E |FC) P(FC)

Proof 

[def. of conditional probability]P(F |E) =
P(EF)
P(E)

1)

[chain rule]=
P(E |F)P(F)

P(E)
2)

P(E) [law of total probability]
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• 60% of all email in 2016 is spam.


• 20% of spam has the word “Dear.”


• 1% of non-spam has the word “Dear.”
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Detecting spam email

You receive an email with the word “Dear” in it.

What is the probability that the email is spam?

1. Define events 
& state goals

2. Identify known 
probabilities

3. Solve

P(F |E) =
P(E |F) P(F)

P(E |F) P(F) + P(E |FC) P(FC)

: “Dear”

: spam

E
F

Let:

Find: P(spam |Dear) = P(F |E)

P(F) = 0.6
P(E |F) = 0.2

P(E |FC) = 0.01

P(F |E) =
0.2 ⋅ 0.6

0.2 ⋅ 0.6 + 0.01 ⋅ 0.4

≈ 0.97
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Bayes’ Theorem terminology

You receive an email with the word “Dear” in it.

What is the probability that the email is spam?

• 60% of all email in 2016 is spam.


• 20% of spam has the word “Dear.”


• 1% of non-spam has the word “Dear.”

P(F |E) =
P(E |F) P(F)

P(E)

priorlikelihood
posterior

normalization constant

P(F)
P(E |F)

P(E |FC)

P(F |E)

prior

likelihood

posterior
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Why is Bayes’ so important?

Evidence | Fact)P(E = F =
(collected from data)

Bayes’
Fact | Evidence)P(F = E =

(categorize a new data point)

It links belief to 
evidence in probability

Given new evidence , update belief of fact 

Prior belief  Posterior belief


E F
→

P(F) → P(F |E)



Modern Methods of Data Analysis 61

A topical example

+
-

You carry the disease (yes/no) You tested positive

You tested negative

If a test returns 
positive, what is the 
likelihood that you 
have the disease?
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Interpreting test results can be confusing

Fact,    Has disease

or     No disease   

F
FC

Evidence,    Test positive

          or     Test negative 

E
ECtake test

True positive

P(E |F)

False positive

P(E |FC)

False negative

P(EC |F)

True negative

P(EC |FC)

Take a moment to fill in the confusion matrix
Fact

Ev
id

en
ce

, disease +F , disease -FC

, test +E

, test -EC

If a test returns 
positive, what is the 
likelihood that you 
have the disease?
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• A test is 98% effective at detecting Covid (“true positive”).


• The test has a “false positive” rate of 1%.


• 0.5% of the population has Covid.
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Covid testing

What is the likelihood you have Covid if you test positive?

1. Define events 
& state goals

2. Identify known 
probabilities

3. Solve

P(F |E) =
P(E |F) P(F)

P(E |F) P(F) + P(E |FC) P(FC)

: you test positive

: you actually have covid

E
F

Let:

Find: P(covid | test +) = P(F |E)

P(F)

P(E |F)

P(E |FC)

P(F |E) =
0.98 ⋅ 0.005

0.98 ⋅ 0.005 + 0.01 ⋅ 0.995

≈ 0.33
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Bayes’ Theorem intuition

Original question:

What is the likelihood 
that you have Covid if 
you test positive?

Interpret

Interpretation: 
Of the people who test 
positive, how many 
actually have Covid?

All people

People who test +

People with covid

The space of facts

People who test + 
but don’t have covid

People who test + 
and have covid

The space of facts conditioned 
on a positive test result 
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P(F |EC) =
P(EC |F) P(F)

P(EC |F) P(F) + P(EC |FC) P(FC)

 = you test negative.EC

What is ?P(F |EC)
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Why you should still get tested

• A test is 98% effective at detecting Covid (“true positive”).


• The test has a “false positive” rate of 1%.


• 0.5% of the population has Covid.

 = you test positive.

 = you actually have 

the disease.

E
F

65

Fact
Ev

id
en

ce
, disease +F , disease -FC

, test +E

, test -EC

True positive

P(E |F)

False positive

P(E |FC)

False negative

P(EC |F)

True negative

P(EC |FC)

= 0.0001
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Putting it all together

 = you test positive.

 = you actually have 

the disease.

E
F I have a 0.5% 

chance of having 
Covid

P(F)

Take test, 

results positive

With these results, I 
now have a 33% chance 

of having Covid.

P(F |E)

Take test, 
results negative With these results, I 

now have a 0.01% chance 
of having Covid.

P(F |EC)

• A test is 98% effective at detecting Covid.


• The test has a “false positive” rate of 1%.


• 0.5% of the population has Covid.
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• Today we derived Bayes’ Theorem for 2 subsets in a sample 
space.


• Can be generalized to multiple disjoint subsets. 


• For HW reading, go through the Bayes’ handout and memorize 
the proof.


You never know when you may be asked…
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Generalized version of Bayes’ Theorem
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• Well, it’s fundamental, and very important!


• Pops up everywhere


• Here are some nice examples (ILIAS: Reading material /L01):


• Bayesian Neural Networks (Covered in Lecture 14)                                 
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Why Bayes’ again? Preview

• NeuroBayes algorithm (developed at ETP)



Quiz Time: 2nd Round

We will discuss the solutions next time
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• Required reading

• Cowan textbook: chapter 1 


• Bayes’ handout: /Reading material / L01 / BayesThmForDisjointSets


• Extra reading for fun: /Reading material / L01 /

• SkinCancerClassificationWithDNNs


• TheRoleOfStatsHiggsDiscovery_DDyk


• BayesianNeuralNetworks


• NeuroBayes
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For next time
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• Fundamental concepts II:


• (Conditional) independence


• Random variables


• Expectation values, variance


• Tour of important probability mass (density) functions 
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Next time:
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• Part of the material presented in this lecture is adapted from the following 

sources. See the active links (when available) for a complete reference   


• 2019 KIT Data Analysis (offline) by Prof. Dr. F. Bernlochner (Bonn): slides 9, 24-30


• Probability for CS (Stanford): slides 11-16, 33-66
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